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The increasing need for cross sections far from the valley of stability poses a challenge for nuclear
reaction models. So far, predictions of cross sections have relied on more or less phenomenological
approaches, depending on parameters adjusted to available experimental data or deduced from
systematical relations. While such predictions are expected to be reliable for nuclei not too far
from the experimentally known regions, it is clearly preferable to use more fundamental approaches,
based on sound physical bases, when dealing with very exotic nuclei. Thanks to the high computer
power available today, all the ingredients required to model a nuclear reaction can now be (and have
been) microscopically (or semi-microscopically) determined starting from a nucleon-nucleon effective
interaction as sole input. We have implemented all these microscopic ingredients in the TALYS
nuclear reaction code, and we are now able to perform fully microscopic cross section calculations.
We will discuss both the quality of these ingredients and the impact of using them instead of the
usually adopted phenomenological parameters.

I. INTRODUCTION

The TALYS code results from the collaboration be-
tween NRG Petten, the Netherlands and CEA Bruyres-
le-Chtel, France initiated in 1998, with the objective to
provide a complete and accurate simulation of nuclear
reactions in the 1 keV-200 MeV energy range, through
an optimal combination of reliable nuclear models, flexi-
bility and user-friendliness. The development of TALYS
has followed the following principle : first completeness
then quality. This does not mean that we use toy mod-
els to arrive at some quick and dirty results. Instead, in
our quest for completeness, we try to divide our efforts
equally among all nuclear reaction types. The precise
description of all possible reaction channels in a single
calculational scheme is such an enormous task that we
have chosen not to devote several years to the theoret-
ical research and absolutely perfect implementation of
one particular reaction channel which accounts for only a
few millibarns of the total reaction cross section. There-
fore, we aim to enhance the quality of TALYS equally
over the whole reaction range and always search for the
largest shortcoming that remains after the last improve-
ment. TALYS-1.0 has been released at the conference
on Nuclear Data for Science and Technology which was
held in NICE in 2007 [1]. The previous official release
was the beta version TALYS-0.64 at the previous Nu-
clear Data conference held in Santa Fe in 2004 [2]. Dur-
ing these three years, we could summarize the modifi-
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cations/improvements that have occurred by changing
the initial mantra into: first completeness, now quality.
In other words, TALYS-0.64, had somehow reached the
searched completeness, and, since then, we have begun to
improve the quality of the models contained in the code.

II. WHAT ”NOW QUALITY” MEANS

One may believe that TALYS-0.64 was not good
enough to reproduce experimental cross section data. In
practice, the achieved completeness provides one with ba-
sic default results that can be obtained specifying only
the projectile, the target, and the incident projectile en-
ergy. This is due to an extensive database or/and to
the use of systematics giving the unspecified parameters
of the various models chained to produce the final cross
section. These default models are indeed generally based
on analytical expressions depending on parameters which
can be adjusted to fit the experimental data. If, in prac-
tice, such fitting procedures enable one to fit experimen-
tal cross sections quite well, even for the complicated case
of a fissile nucleus (see Fig.1 in [1]), the analytical expres-
sions rely on too simple approximations to be able to rep-
resent the complexity of a nuclear reaction from a univer-
sal point of view. Our quest for quality means in fact that
we are now beginning to replace such analytic models by
microscopic or semi-microscopic ones to reach roughly
the same level of accuracy as with the phenomenologi-
cal approaches when experimental data are available to-
gether with a greater confidence in the quality of the
predictions when no data are available. We are indeed
convinced that such (semi)-microscopic approaches have
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higher predictive power than usually employed extrapo-
lations of phenomenological formulae adjusted on a very
narrow range of nuclei in the valley of stability. Before
discussing the impact of using these (semi)-microscopic
ingredients on cross section predictions, let’s first briefly
recall what and how good these ingredients are.

Ground state properties

The starting point of any predictions in a unknown re-
gion of the nuclear chart is a nuclear structure model, as
fundamental as possible, which provides the basic prop-
erties of a nucleus, starting with its binding energy. To
this end, several iterations have been performed for years
to improve the description of nuclear masses - using the
self consistent Hartree-Fock-Bogoliubov method with an
effective nucleon-nucleon interaction of the Skyrme type
- incorporating step by steps other constraints such as
level densities, fission barriers etc ... The price to pay
was sometimes a slight deterioration of the mass fit which
was however compensated by a gain on other properties.
The mass model which has been included in TALYS, is
the HFB-14 [3]. This model is used to obtain the nu-
clear masses, the ground state deformation, spin, parity,
as well as other ingredients out of which nuclear model
ingredients can be constructed, such as level densities,
fission barriers, optical potentials or γ-strength function.
As far as the nuclear binding energies are concerned,
the root mean square (rms) deviation with respect to
the 2149 measured masses compiled in Ref. [4] is 0.729
MeV. As already mentioned, this rms is not the best
one obtained within the framework of these self consis-
tent approaches, but the fission barriers are much better
described than in previous studies (see Ref. [3] and ref-
erences therein).

Nuclear level densities

Another good illustration of the idea underlying our
quest for quality is shown by the nuclear level densi-
ties. All usually employed analytical expressions assume
at least (i) that the spin distribution is given by the
derivative of a Gaussian distribution and (ii) that there
is an equipartition of positive and negative parity levels.
These two approximations are clearly wrong for low en-
ergies and it has been shown [5, 6] that departures from
these two approximations could have a direct impact on
the cross section predictions. Therefore, we have added
the combinatorial level densities in TALYS, first as de-
termined in Ref. [6] and then as in Ref. [7] to suppress
some approximations made in Ref. [6]. These microscopic
level densities are tabulated as function of the excitation
energy, spins and parities, and, as can be observed in
Fig. 1, clearly provide results of similar quality to those
obtained using global analytical expressions as well as
previous global microscopic approaches. However, one
has to keep in mind that a code like TALYS is not only
of academic interest, but is also used to fit cross sections,

FIG. 1: Ratio of the theoretical (Dth) to the experimental
(Dexp) s-wave neutron resonance spacings compiled in [8] with
(a) the back-shifted-Fermi-Gas model [9] (b) the HFBCS plus
statistical [10] and (c) the HFB plus combinatorial model [7].

in particular by adjusting level densities. This is the rea-
son why we have given a trivial recipe to also play with
our tabulated values to (i) improve the description of
experimental level density data if necessary and/or (ii)
eventually fit experimental cross sections. This recipe
has been recently used [11] to provide systematics of ad-
justable factors used to improve simultaneously the de-
scription of the low energy discrete levels as well as the
experimental mean s-wave neutron resonance spacings.

Optical model potentials

Another ingredient which governs the prediction of nu-
clear cross sections is the optical model potential (OMP).
Again, the problem is similar to the level density prob-
lem. When experimental data are available, a phe-
nomenological OMP reproduces much better the ob-
servables than a microscopic or semi-microscopic OMP.
Following this idea, a global OMP has been devel-
oped [12] and selected as the default one in TALYS-
0.64. An improvement of TALYS-1.0 is the inclusion of
the global deformed OMP of Ref. [13] which is used as
the default for actinides. With this scheme, coupled-
channels calculations for various types of deformation
(symmetric-rotational, harmonic-vibrational, vibration-
rotational, and asymmetric-rotational) can be automat-
ically performed. However, this does not guaranty that
extrapolations of these phenomenological OMPs far from
the valley of stability is reliable. An alternative to
this weakness is to use the semi-microscopic OMP of
Ref. [14] which has proven its predictive power. This
semi-microscopic OMP is based on the knowledge of
nuclear matter densities which are calculated within
the Hartree-Fock-Bogolyubov (HFB) approach and tab-
ulated in the TALYS structure database. As for the
level densities, we believe that OMPs derived from sound
physical bases, which in turn can compete with highly
parameterized phenomenological models to reproduce ex-
perimental data globally, are certainly more reliable when
going far from the regions where measurements have been
performed. In practice, the semi-microscopic model in-
cluded in TALYS reproduce experimental data within
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roughly 5% whereas a phenomenological model whose
parameters are fine-tuned can reach less than 1% of ac-
curacy.

γ-ray strength functions

As the level densities and the Optical model, the
gamma ray strength function can also be obtained out
of the same nucleon-nucleon effective interaction follow-
ing the method described in [15]. Again, several mod-
els had been included in TALYS-0.64 depending on ad-
justable parameters, and we have introduced a new op-
tion which consists in using the tabulated microscopic
HFB plus QRPA predictions. As shown in [16], such
microscopic gamma ray strength may provide better re-
sults when compared to experimental data than the de-
fault phenomenological models. On top of that, as can be
seen in Fig. 2, if, qualitatively speaking, the microscopic
strength functions rather look like the phenomenological
Lorentzian for nuclei close the valley of stability, this is
not at all the case for exotic neutron rich nuclei. Such
differences may of course have very large impact on cross
section predictions.

FIG. 2: Comparison between (a) the phenomenological
model [17] implemented in TALYS and (b) the microscopic
E1-γ strength functions of Ref. [15] for Sn isotopes.

Fission barriers

Last but not least are the fission barriers which can
also be microscopically determined coherently with all
the previously mentioned ingredients. As pointed out in
Ref. [3], the barriers determined with the HFB-14 model
reproduce the 52 primary barriers (i.e the highest bar-
riers of prime interest in cross section calculations) of
nuclei with 88 ≤ Z ≤ 96 tabulated in Ref. [8], which are
always less than 9 MeV high, with an rms deviation as
low as 0.67 MeV. A similar accuracy is obtained (0.65
MeV) for the secondary barriers. Generally speaking, as
for the other nuclear ingredients, powerful phenomeno-
logical approaches, representing the fission barriers by
multiple-humped inverted parabolic shapes whose height
and curvatures, among other parameters, are adjusted to

fit fission cross section were implemented in TALYS-0.64.
Again, if this picture is qualitatively in agreement with
microscopic predictions, as shown in Ref. [18], the fission
path for exotic neutron-rich nuclei cannot, in general, be
simply approximated by such simple shapes. To estimate
the transmission coefficients with fission barriers deviat-
ing from the simple inverted parabolic picture, the full
WKB method [19, 23] has been implemented in the up-
dated version of TALYS to deal with arbitrary tabulated
fission barrier shapes, as those deduced from the HFB-14
model.

III. IMPACT OF THE MICROSCOPIC
INGREDIENTS ON CROSS SECTIONS

All these microscopic nuclear ingredients included in
TALYS-1.0 provide alternatives to the usually employed
phenomenological expressions traditionally used to pre-
dict nuclear reactions. The only ingredient left is the
particle-hole level density for which we still use analytical
expressions. Otherwise, we are now able to predict cross
sections that depend only on a nucleon-nucleon interac-
tion (this is made possible through the use of tables for all
these ingredients). The advantage of using microscopic
ingredients instead of analytical ones has been discussed
several times both for nuclear level densities [5, 20] and
γ-ray strength functions [16]. One important impact of
combinatorial level densities is the fact that neither the
parity equipartition nor a Gaussian spin distribution are
assumed. This last property can have a significant impact
in particular when considering nuclear reactions populat-
ing isomeric levels. An nice illustration is shown in Fig. 3,
where the total photoreaction cross section and the par-
tial photoreaction cross section populating the 9− iso-

FIG. 3: Comparison between experimental [3, 21, 22] and
theoretical cross sections for photoreaction cross sections on
181Ta. The blue line is the total photoreaction cross sections
and the red lines the partial cross section for the isomeric
state. The solid (dotted) line is obtained with the combina-
torial (statistical) nuclear level densities.

meric level in 180Ta are calculated using two level density
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models implemented in TALYS (the microscopic combi-
natorial model [6, 7] and the microscopic but statistical
model of Ref. [10]) and compared with experimental data.
As can be seen, the total photoneutron cross section is
almost insensitive to the chosen level density model (one
cannot distinguish the two calculations), but, the par-
tial cross section for the isomeric state is much better
described by the combinatorial model. This stems from
the fact that this specific channel is very sensitive to the

FIG. 4: Ratio of the level density of specified spin obtained
using the statistical approach (black lines) or the combinato-
rial model (red lines).

low-energy level spectrum in 180Ta governing the γ cas-
cade down to the 9− isomeric level. As can be seen in
Fig. 4, the combinatorial calculations predicts a much
more important fraction of levels with spins close to 9
than does the statistical (i.e. Gaussian) approximation,
therefore enhancing the decay to the 9− isomeric state
with respect to the statistical approach.

In Fig. 5, we plot a fine tuned calculation of cross sec-
tion using usual analytical level densities (full lines) and
just replace the analytical level densities by the micro-
scopic ones (dotted lines). This comparison is the worst
possible situation since we compare on the one hand a
calculation where all nuclear ingredients have been tuned
to fit the cross sections, with a blind calculation for the
microscopic level densities. Yet, the impact is not very
important, which shows that the raw level densities are
close to an optimum, at least for the (n,xn) channels. In-
deed, when looking at the (n, γ) channel known to be very
sensitive to the nuclear level density, the situation is quite
different. In particular, as shown in Fig. 6(b), the cal-
culated capture cross section using the raw microscopic
level densities (black line) does not very well describe
the experimental data, as the use of analytic level den-
sity enables it (blue line). As can be seen in Fig. 6(a),
the raw microscopic level density do not describe very
well the experimental discrete levels either. If the recipe
of Ref. [11] is employed to improve the agreement be-
tween the microscopic level densities and the known low

FIG. 5: Cross sections obtained with a fine tuned level density
(full lines) and with the combinatorial model (dotted line) for
several channels in the n+89Y reaction.

energy discrete levels (red line), it turns out that the ex-
perimental capture cross sections are also better repro-
duced, almost as well as with the fine tuned calculation.
There are certainly cases where the microscopic inputs

FIG. 6: Correlation between the level density of 90Y and the
neutron capture cross section for 89Y (see text for details).

will provide worse results than in the present case, but
we believe that, in general, the quality of the microscopic
ingredients is reasonably good, and, certainly better than
the phenomenological extrapolations when going far from
the experimentally accessible regions.

As mentioned in the previous section, the big differ-
ences between analytical and microscopic γ-ray strength
functions for nuclei far from the valley of stability is ex-
pected to have a significant impact on the predicted cross
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sections. This is illustrated in Fig. 7, where the ratio be-
tween the neutron capture cross sections obtained using
the tabulated strength function calculated as in Ref. [15]
and those obtained using the default analytical option
of TALYS for an incident neutron of 10 MeV on several
Sn isotopes is plotted. Again, the ratio is close to one
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FIG. 7: Cross section comparison between the microscopic
E1-γ strength functions of Ref. [15] (QRPA) with the phe-
nomenological model implemented in TALYS (Lorentzian).

for stable or nearly stable nuclei, and reaches more than
20 for exotic neutron rich nuclei, showing how uncertain
the predictions are when using different prescriptions for
nuclear model ingredients.

Last but not least is the fission cross section predic-
tion. If very accurate fits of fission cross section can
be achieved [23, 24], it is mainly thanks to the use of
a very large number of parameters which are generally
not strongly constrained by experimental data but rather
adjusted to reach a good accuracy. More than in any
other channel, the predictive power of the traditional ap-
proaches is poor, and by no mean such approaches can
be employed to make extrapolations far from the regions
where fission has been measured. The only solution left
in this case is to rely on microscopic predictions pro-
vided they give reasonable answers. Quite a complete
study has been performed on the use of microscopic in-
gredients applied to fission cross section prediction [25]
and we just summarize here part of this work, by plot-
ting in Fig. 8, calculated fission cross sections using these
microscopic ingredients for several actinides. As can be
seen, the quality obtained by default (green line) is not
satisfactory for practical applications which require a few
percent of accuracy. This is mainly due to the fact that
the microscopic barriers are generally too high by a few
hundreds of keV [3, 25] which is too big an error to pro-
vide reasonable cross sections. If the barriers are indi-
vidually normalized, it is then possible to obtain cross
sections which are in much better agreement with exper-
imental data (red lines). However, such normalizations

only make sense if experimental data are available. If
not, it is still possible to use systematic normalizations
deduced by averaging those which have been obtained fit-
ting the nuclei for which experimental data are available.
In that case, one obtains fission cross section which are
globally within a factor of 3 (blue dotted lines).

FIG. 8: Neutron-induced fission cross sections obtained with
the microscopic fission path and the combinatorial nuclear
level densities using the raw fission paths (green lines), when
the fission paths are renormalized for each actinide (red line)
or by a systematical factor depending on the oddness of the
nuclei (blue dotted line).

IV. CONCLUSIONS

The TALYS code has reached the completeness ini-
tially expected and we are now improving the quality of
the database on which the code relies. Thanks to the
high computer power available nowadays, systematic mi-
croscopic calculation have been performed not only for
fundamental research but also for practical applications.
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We had anticipated the eventual arrival of new micro-
scopic models when we started to develop TALYS, and
we are now incorporating them in order to see how good
(or maybe bad) they do when compared to experimental
cross sections. The final goal is to be able to make a real
link between the fundamental effective nucleon-nucleon
interaction and the cross section calculation. The only
ingredients which are not yet fully determined microscop-
ically are the partial level densities required in the pre-

equilibrium model. For all the other nuclear ingredients,
we have included several tables in the database which
can be used as alternatives to the traditional analytical
ingredients. An important remaining issue is the semi-
microscopic optical model potential. Right now, it is only
automated for spherical nuclei. A future improvement
which we plan is to include the treatment for deformed
nuclei within this framework.
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